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For space missions in which tracking the residual cnrrier is absolutely critical, the usc of

a sllbcarlier to separate the data from the resiclua] carrier is the best way to maximize rcsictual  -

c.a! Iic.[ tI-ac.king  performance. III exchange for a bet[er tracking performance, this method

consumes greater bandwidth than required without a subcarricr.  in this paper, the residual-carrier

tl-acking performance for PCh4/J’SK/Ph4/NRZ  for square wave and sine wave subcarl-icrs  will be

dcterminec]  as a function of the subcarricr-to-sy mbol rate ratio. l{xplicitly,  the RF residual carrier

hacking pcr-formance in terms of the symbol SNR degradation will be quantifid.  The upper a]~c!

lower bound  values for the sl]l)carI-ieI-to-sjJ]ll)ol rate ratio will also be derived, and for which

lhcy can be used to determine the minimum requirui  bandwidth for maximum residual-carrier

lIacking performance. “1’he  analytical results obtained from the mathematical models al-c validated

by computer simulation



1, INTJ{OI)IJCJ’JON

CLrrrent]y,  most space missions operate at relatively low data rates using residua]  carrier

modulation, thus necessitatin~  the separation of the data from the residual carrier to avoid

interference. ~’his can be achieved by placing the data modulation on a subcarrier,  since direct

modulation of the data on the ca~rie.r  ~;’ould cause mc)st of the data power tc) fall within the

banciwidth  of the carlier Phase-1 .ocked-I  mop (P] 1,) and, as a conscquencc, inkrfers  with its

o~)eration  [1, chap. 3]. I’he scheme in w h i c h  t h e  d a t a  i s  Pl]ase-Shift K e y e d  (PSK) o n t o  a

sLlbcarrier an(i then l’base-hlodLllated (Ph4) onto a sinusoidal carrier is called P~h4/I’SK/Phl

mofi Lllation scheme. l;urthermore,  the intelrlationa]  ~onsLlltativc  ~ommit(ee  for Space IIata

Systems ((I~S1lS)  has rccon~n]en(ic.d  that the SqLlal°C  wave subcarr’ier  shoulci  be useci  for the deep

space missions and sine wave subcarrier  for the neal earth missions [3].

l’he performance cvalLlation  of the P~h4/PSK/Ph4 for both square wave and sine wi~ve

subcarricrs has been evaluated an(i became text book material [ 1, 4 and 7]. IIowever, the analyses

prcscntcd in [], 4 an(i 7] have always assllmed that the SLJbCarri  Cr freqLlenCy-tO-Sy  nlbO] rate, n, is

sufficiently high CJ)OL][glI that the interaction between the 1<1: ]-esiduai  carrier and data is ne~ligible,

Recently, [2] has calcu]ate(i  the minimum ailowablc  n for P~h4/PSK/Ph4 with high symbol rate

and square wave subcarriers  only.

‘J’hc purpose of this paper is to determine the minimum (]OWCr boLlnd)  J) and to present a

simpi ific.ci a~)j)~-oxil~~atc-]~  ~atl~e]~~atic.ai  mode] to e~’aluate  the Llpper boLlnd of n for P(;h4/PSK/J)h4

with both square wave and sine wave subcarriers,  ~Jsing  the available reslllts [1 -7], this paper will

clLlantify the lower bound of JI in terms of the Symbol Signal-to-Noise Ratio (S SNTR)  degraciation

and the Llpj2cr bound of n in terms of power Containment in the predctection  filter bandwidth. l’i~e

J>aJJcr is organized as follows: A brief description of the residLla]  carrier modulation scheme



with associated Power Spectral Density (}’S1>)  is presented in Secticm 2. The performmce  of the

l’~hVPSK/PM  system as ,a function of n and the derivation of the bounds for n are shown in

Section 3 and 4, respectively. A brief description c)f the computer simulation to verify the theory

derived in Sections 3 and 4 is presented in Section 5. Numerical results are shown in Secticln  6

ancl genera] discussions and conclusions arc presented in Section 7.

II. ‘J’Jtl ,F,hl FYJ’J{I’  lioRMA’J”

‘l”elemefr-y  format which employs PC14/PSK/Ph4  modulation scheme with either a sine

wave or a square wave subcarricr  can be rcpresente(i n~athcmatically  as [1, 4 and 7]

whe.tc PI is the total tral~smit~ed  power, m is the modulation index, d(t) is the non-rctum-to-zero

data format (NR7,),  and p(t) is either a sine wave or a square wave subcarlier  as shown in l:qns.

(1a) and (1 b) respectively,

(1. a)
( l b )

l;or p(t) L sqr-(. ), onc h a s  P~h4/PSK/PM/Square-wave. lJsing simple trigonometric

expansions, liqns (1)

the data component.

and (1a) can be expressed as a sum of the residual carrier component and

lkplicit]y,

s (?,soL,ARF,  (t) L {z”~j ms (m) sjr-l(tic L) +d(t)p{t)  sin (m) cos (mct) ) (2)

where the first term is the carrier component and the second term is the data component. In ]iqn,

(2), the modulation index, m, allocates the total tlansmittcd povwr,  PI, between the residual

carrier and the data. When p(t) =- sin(.), one })as P04/PSK/Ph4/Sin  e-wave, the expansion on



liqns (1) and (lb) yields

[

.
s ~,sIN,,(~) L #Pjsjr3(mct) Jo (It I)+ z 2Jn(m) Cos (Im.et)

n=2, even 1 f3\

where J~(m) is the Bessel fL1nction  of the first kind with order n. As before, the modulation  index,

m, divides Ihe total power, 1’1, between  the carrie] and the data. I;rom l~qn. (2), the power spcc.tral

density (1’S11) for 1’~h4/1’SK/1’h4  /S(lL)arc-\\a\~e  subcarrie.r  is found to be [5]

[
, (f) ‘P, co::’ (m) 6 (f- fc)s,), SQL,),PF

(4)

+. 4 Sj n’ (nl)
7t2 ~-~?~ljz(

sl, (f fc- (2k-3 ) fsc) +sl, (f-fc+ (2A- 1) l’+~c) )1
ancl the PSD for PCh4/1’SK/J’h4/Si  ne-wave is given by:

S1, ~i,,c

[

(f) = P, J: (m) 6 (f-fc),-

(+ ~ J; (Hi) b (f- fc- (2A) fJ +6 (f- fc+ (zk) f~c)
)

(5)
~=]

(
+ ~ J: (m) SD(f - fc- (2k- 3 ) f~.) +S,, (f-fc+ (2k-1) f~c)

k=) )1
where S],(.) is the spectrum clmsity for the NW data format which is defined as [1]

(6)



,!..

From }Iqn. (4) and (5), the residual carrier power and the data power can be obtained directly as

shown rcspectivc]y  for the square wave subcarrier  case,

and for the sine wave subcarrier case,

PC’ 1’2:7: (m)
P,): 2 J’7J12 (m)

(’l)

(8)

‘J’he 1’S1) functions clcfined in ]lqns. (4), (5) and (6) are plotted in Figs, 1 (a), 1 (b), and (IC)

lcspcctivc]y.  l~or clarity sake, only the positive f[equency  and the first two harmonics are shc)wn in

figules 1 (a) ancl (lb), Equations (4) and (5) alc symmctlic functions, hence their PSlls for negative

and positive frcqumcies  arc mirror of each other,

111, Pl;Rl~Ol{h!ANC12  ANA] /1’S1S

At the Sround  station receiver, a Pl,l,  is employecl  to track the residual  carrier in the incoming

signal. “J’hc pcrformatlcc  of the 1’1,1, depends on how much data po~ver  is present inside the carrier

llacking  loop bandwidth which inlcrfm lvith the carrier. ‘J’hc amo.lnt  of intcrfcrenc.c fro]ll the data

depends on the subcar-rier  freqtiellcy-lo-s>)]]bol  I-ate ratio, n, ‘1’hc Shaded regio]) in l~ig. 1 illustrated

this effects. interference of this type causes the 1’1..1, to provide imperfect reference to the tracking

of residual earl-icr, which can be model]ed mathematically as

C(. I1, t) =}/2P;cos(  6.)ct;+(j.)(n, L) ) (9)

where $(n,t) denotes the earlier tracking phase errors induced by the data interference, and n is the

subcarricr-to-sy mbo] rate ratio which impacts the phaso error. The performance of the latter has been



assessed iJ] the past [ 1, 2, 4 and 7]. It degrades the Symbol Error Rate (SER) performance. ~learly,

as one varies n, or vary the separation between the carrier and the data, one is also varying the

performance of residual-carrier tracking. one  seeks, thCrefOre,  the minimum value of n sLJch t}~at t}le

degradation is minimal. 13y analyzing Ihc carrier Ilac’king pcrformanc.e  and theJl determining the SER

pc]formance one can determine the lower bound ril. l“he theory presented in [ 1 -2] mill  bc Nstxl  to

deter-mine the lower bound J) I,. l;or 1’~hli1’SK/1’h4  ~SiIle-l{ra~’e  with low data ]-ate and r); higher order

harmonics (or spikm) of the carrier can fall within the carrier tracking loop bandwidth and can c.ausc

potcnlia]  ~\V interference. For this case, analytical IesLIlts  will be ve.rificcl  by comptltcr  simulation,

“J’hc caIriel  tracking pcrfornlance can bc cllarac.tcl-ized  by the tracking variance, 0(,2, ivhich

is given by [2]:

1
0/,: - i Icy<

Pcl
(1.0)

where pO is the ideal 1’1,1, loop Sh’R }t’hit]) is dcf]ncd  in [2] for a square, wave and sine wave

sLlbcarriers  respectively as

(11)

(1.2)

and 1(X is the ir~tcrfere~lc.e-  JJo~\~er-to-car rier-~~om~er ratio and will be derive in the following section.

111,1 IWA1. UA”l’lNG la<

“1’his  section derives the I(;R parameters for

]’~h4fi’SK/I’hfi/SiJle-JI~ave cases. “]’}~e  deri~,atior~  assumes

both l’Ch4/PSK/Ph4/Square-wave  and

that the interference spectrum is smooth



over the c.amier tracking bandwidth, hence it can be characterized as a white noise  process. For the

case when the interference spectrum is not smooth, computer simulation will be used in analyzing

the performance of the system.

111.1.1 S<JUARI!M’AVK ~;ASE.

AS the name suggested, I~R  is the interference power that falls inside  the carrier tracking loop

bandl~idth  to the earl-icr power ratio. l{xplicit]y, for square wave subcarrier  case IO< is given by [2]:

.

1 (w SQUA  RF: Jz t.aI”i2  (Ill) S1,, SotTARE  ( f ) l}](f) ]2df
- c..

(13)

Ivherc S,, SQ,,AR}, (f) can be found from l~qn, (4), and it is given by:

“ sl, (f- (2A- 1 ) fJ +sD(f - (2&-1 ) f~c)
*, SQ[,A,,E ( f ) = -:2A~ - -s

(2k- 3.”) 2

and 1 I(O is the transfer function of the tlacking loop filter given by [1]:

(14)

where fn is the natul  al frcclucncy of the loop filter given by [1]

(15)

(16)

where ~ is the damping factor, and it is assurccl  to be 0.707.



(1.7)

t ‘.”

111,1.2 SINIWAVEt  ~ASE

l;OI modulation with sine-wave subcarrier,  ICR d~cn becomes

w

1 cR~lA,h:’ -
1 f S’l,, AqlA,>; (f) [II(f) /’df

L7: (m) . ~

where JL,(m) is the Bessel function, SI,,SINF, is de.ri~’cd from l;qn. (5), and it is given by:

.

&
SD ~lNy= ‘7 .J;k.l

[
(m) s,, (f- (2A- 1 ) f~c+s’n (f+ (2 A-3.) fJ

1
(1.8),., -1. .

and II(f) is defined by ]{qn. (15), ];qn. (1’7) is valici  as long as O <111, < 3f,C As illustrated in I~ig.

(lb), for B,, > 3f,c, higher order of the car~ier  hamonics  (see l~igure  2.) can fall into the t]ackin{; loop

bandwidth and can caused (W interference,

1 I 1.2, I) IC’J’JCIWIJNING  SYNJJIOI . IW1<OR I< A’J’}{; (S10{)

ideally, when there is no interference and the P]

comp~lted from [ 1 ]

~ loop SNJ< is infinite, tile S1;R (or Pe) is

>:~

)

(19). . . .
NO

where I{ S/N{,  is clenoted  as the symbol ShlR and it is p,ivcn  by [ 1 ] for the square wave al~.d sine wave

subcarriers  rcspcctivcly  as

Es P7, 2 ‘7: (n))
NO ‘“ ‘NO 

- Rs

( 2 0 )

(21)



in practice, the 1>1 .1-’s loop SNK is not infinite (especial 1 y when data interfcrs with the carrier) and

liqn. (19) becomes

~ (’l Es
PC= cIfc. -N.- Cc)s ((j)

k
($) @

4’ 0

(22)

where d demote the phase error of the V~O in the 1’1.1.. ~’he probability density function of the

phase error is approximated by a l’ikhonov density

P(4) : _w-(4’)  ,27clo (f)) ‘
(jc [-n/n]

where p is the effective loop ShlR which is computecl flom l;qn, (1 O) to be

( 2 3 )

Note that llqn. (22) represents a mathematical model to calculate the Symbol l;rror Rate (SER) for

the case when the data rate is IIish with rcspcxt  to the receii’er tlacking loop banc]width. l:or high

data late case, the phase error process ~J(n, t) varies slowly and is essentially constant over a s>’mbol

intclJal T = 1 /1<S. llowc~ler, when the data rate is low relative to the receive] ~racking  loop

bandwidth, the phase process is no longer constant over the symbol interval, it varies rather fast over

the symbol interval 3’ anti the S}:1< can better be approximated by [1]:

~ IIPC= -;. CI”fc
-1’;s
-N A’[cos ($) ]

o 1 (25)



\ .’

W])cre

E[c!os  (~)) ] ‘fdcc)s  (d)) P(@) @ (26)

Once the 51X is determined, one can quantify the carrier tracking performance by

dctmmining  the symbo] SNIR degradation. l:or a fixed SFX, the symbol SNR degradation can be

dc[crmincd by subtracti]ig  the symbol ShTR obtained from llqn (1 9) for icleal  case (i. e., corresponding

10 II ‘ f#s “ ~ and infinite loop ShTR) from the corlcsponding symbo] S14R obtained from l;qn

(22) for non-ideal case, (i.e., with data intelfe]ence and infirjite loop SNR) ‘1’hc difference in the

symbol SNR is the dcqra(iation  due to impelfc.ct  ]esidua] cal-rier tracking  cause by data interference,.

l{xamples  will be shown in the numerical lcsults section.

I\T. DIC’J’lCRRIJNING  ‘1’1 lIC SIJIIC;/fl{l<lltll-’I’O-  S}7hlll{)l  / I< A’I’lc RA’1’1O II OIJNDS

lJsing  Ihc results presented in the last two sections, one can determine the minimum value

of the subcar~-icr-to-  symbo]  rate ratio, n~,, to meet a specific Sh~R degl-adatic)n,  “1’his  can be clone  by

computing the S1{R using  llqn. (22) or (25) Ivith n as parameler. lJnfortLlnatcly,  as one moves the

subcar]ier  further away from the carrier (itlc.reasing n,) one is also pushing the data spcctrllm  c)ut of

the l>andwidth  of the preclctcction  filter as shown in l;ig. 2. ‘J’his filter is usually Iocatecl  in front of

the 1’1.1, or at the fil-st 11~ stage of the l-ec.eivcr  and band limits the incoming signal. IIcnce, with the

know] edp,e  of the requircc! minimum data powe] containment within the

bandwidth, the maximum allowable value of n can be determined, “1’he total

(1’WC) of the data within the filter bandwidth can bc computed from

m

precletcction  f i l t e r

Power Containment

(27)



I(O cicnotes the transfer function of a bandpass  filter and S(O is the 1’S1) defined in Eqns.

(14) and (18) for the scluare  wave and sine wave subcarricrs, respectively.

in this paper, the prcdetcction  filler assumes the same frequency responds of the filter

implemented in the Deep Space Network (l> SN)/lllock V receiver [1 O]. “J’his filter is a Surface

Acoustic Wave (SAW) bandpass flltcr. ‘J’hc SA\\r filter has a passbanc]  of 66h411z;  measured

bctJvcm  the -1 d]] drop off points. It can be modelecl by a 20-pole Clcbyshev  bandpass flltcr which

has a t[ansfer function as shown

113,, (if]

where “]’,,(m) is the nth [’hcvbyshev  polynomial, and c determines the amplitude of Ihc ripple ]n the

passband of the filter. Refel-cncc [ 10] has shown that this filter can be approximated by a brick-wall

bandpass filter. ‘J”hereforc, ];qn. (27) can be rcwlittc.n as

f ~+ Ijhl

Pwc’ J s (f)
fc- I1h’

whmc DW is the one-sided bandwidth ofthc  SAW filter

(if (29)

Observe that l;qn (29) is correct since S(f)

given by l~qns (14) and [1 8) arc onc-side(i  1’S11s and the equivalent low pass filter of the bandpass

flltcr is considered in Eqn (29), Evaluating ];qn (29) for a specified power containment (PW~)  is

nc.ally imj)ossible  since ]~ is not knoivn and nor is f,C. in addition, one can interactively estimates

n but for each estimate the integral in equation (29) must be evaluated from fC-llW to fC-l BW ~~hich

is a time consuming process for large bandwidth, B\4~,  One wishes, therefore, to have a mathematical

model in a closed form that can provide an accurate estimate of the upper bound value of n!,f that

requires the less computational time (and which woIks for predctcction  filter bandwidth, 11V7).  in



,,
.’

the following, a simple method is developed to approximak  the upper bound value n~,, and the

accuracy of this model will be ~’eriflcd latter in the numeric-al results section by actLla I calculation

of l{qn.  (29).

‘1’hc upper bound for n}f for both square wave ancl sine wave subcarrier  cases can be

computed  from

wit]] the assumption that

and n~l is an inlc[ger. Solving for nhf onc obtains

()Bw ~
‘h’s

IIM’  - 
]1

( 3 0 )

(31)

( 3 2 )

whmc h is the harmonic order of the data spectrum to be cncloscd  within the filter bandwidth ancl

k is the number of right-sided sidelobes  of the hth orclcr hal-monic  to bc cnc]oscd  in the filter

bandwidth. Onc can choose k as an integer or a clec.imal  number, but the latter would results in a

s]~lall  deviation froln the true estimate in exchange fc)r shol tcr computation time. in orcicr to compute

n~~, onc must first determine the parameters k ancl h. ‘J’his  is possible once the percentage of power

contains within the filter band\vidth  is specified. “1’o si]llplify  the calculation of parameter h, one

would, first, ne.cd  10 assume infinite number of siciclobes  for each of the clata harmonics in the

calculatic)n.  ~’his assumption will be rectified partially at the evaluation of the parameter k. With



this assumption, tbc parameter h is dctcrmincd  fo~ the sinewave .wbcarricr  from

[

h 03

lwco  (h) = - ---:  -3”-
Y J

1

Jj (rJ?) SD ( f -i f~~c) df

L
j=l ,3;<,... (33)7

J: (Ill)
-m

i=l ,3,5,...

and for square wave subcarrier  it is determined by

(34)

llvaluating  integrals in l;qns. (33) and (34), oJlc obtains the simplifieci  forms as shown respectively

bd c)\v

(35)

>’ J: (m)
i=l, :l; i,.,.

(36)

l’rom ]{qns. (35) and (36), one can detelrnine the minimum parameter h that is required to

obtain approximately the gil’en l’\\~~.  “l’o coIrec,t  the assumption that the prc-filtering banct~iridt]l  is

unlimited one obst-m’es  that, as sl)o~im in l;ig. (2), only k numbers of sidelobes of the data’s hth

harnlonics  arc needed tc~ meet the required I’WC. One can determine this parameter simply by

iteIactively evaluated Eqn (37) until a value  for k can be found to satisfy the specified l’W~.



,, ,’

kR~ kR~
pw~co,,ect .

f SD(f) (If=.;.  + J S1, ( f ) df
- Bw o

(37)

where SIJ(f) is the data PSI] at baseband cicfined  in Eqn. (6). Once the parameters h and k are

obta ined ,  the upj>er bound  n~l, can be calc~llated  easily from ~:qn.  (32). ‘1’l~e esfinlafed ~otal Power

containment within the specified prc-filter bandwidth (B\V), PWC ~,,sl, corresponding to n~f is given

by

(J’hrCj (‘]) . “wccO.TCCt ;]~,j (38)
PWCE.7> = I’WCj (h” 2 ) + l’WCj ( i ‘h) , PWC~o,rCC~ ;11>1.

for j c O corresponds to sine wave, anti 1 fol squat c wave subcarricr. ‘1’hc actual  value of the total

power containment for a given n~, can be obtained by substituting n~~ into llqn. (31) and evaluating

l{qns (31) ancl (27) for }’WC.  Numerical results will be shown in the followinc sections to confirm

the accuracy of the model. ‘l’he specifications used in the calculation pertains to the IISN/lllock  IV

and V ]-cceiver  systems.

V. SIMII1.A’J’IOIN

A dil-ect approach to obtain the lower boun(i nr, is by computer simulation. ‘1’his approach

will be used to verify the presented nlathmatical  mo(iels. “J’he communication systems under

investigation al-e simulated using Comdisco’s Signal l’Jocxxsinp,  Workstation  (SW’) software. l;igures

3 al]d 4 show the block diagram  for the systems of square wave and sine wave subcarriers

respectively. IIasic operation of these systems arc cicscribecl below.

‘1’he PI ,1, receives the PCN4/J’SK/1’hl/NJ<  Y,/S(luare-~\’a~’e or 1’~hi/1’SK/1’h4  /NJ< Z/Sil~c-~i’a~’e

signal from the lest Signal  Generator (’J’SG). l)ue to data interfering with the carrier, the PI,]. will

output  an imperfect reference of the carrier as defined in Eqn. (9). The imperfect carrier is then



used to demodulated the data signal  which, using }{qns.  (2) and (3), can be modeled for the square

wave and sine wave subcarrie.rs re.specti~’ely  as

I(t) ~QuARE=@P@(L)  sin(m) cos(oct)  +n(t) (39).

where n(t) is a while gaussian  noise. l“hc dcmociulatccl  signals are then filterecl to produce the

corrc.spending baseband signals

1“( t) SIN;; ’{ P7”>({2J1 (m) ) Cl( t.) Cos (o (n, t) ) +nl,pF( L) (42)

“1’hcsc basband  signals are then filtered by a match filter to reproduce the transmitted data symbol.

Since there is noise in the signal ancl the carriel- tracking is imperfect, the reproduced data symbol

may not match with Ihc transmitted data symbol. in this case, an erlor  has occurred; hence, an error

counter is employed to count the number of times this happens, Knowing this number the SER can

be computccl using the equation

(43)

where hl denotes the number of symbol error detected, R, is the symbol rate, 1, is the total number

of itwation  points run for the simulation, and f, is the sampling frequency. l’he subsequent section

pJescnts  simulation results obtained from the simulation systems shown in }:igs. (3)-(4). Note that

by simulating  the systen~s shown in I;igs. (3)-(4) one. has assLlnlcd that the subcarrie.r tracking is

perfect whic,h  is consistent with the n~athematical  ~nodc]s presented in Section 3.



171. NUillEJ<IC.A 1. RRSUI:E

‘J’WO types of data will be presented here to determine the boun(is  for n, onc comes from the

thcc)rics described above and the other comes from computer simulation. “1’hcse data will be

presented jointly  for comparison purposes,

l:or the square wave subcarrier, the simulateci  case is for BI,/R~  ‘- 0.5, trackins  loop bandwidth

is 150 IIz [9], and the corresponding bit rate is 300 bit-per-second. lJsing Eqns.  (22) and (23) the

bit error rate is computed. Figures (5a) and (Sb) shows the SIR versus the symbol SNR from the

simulation and simulatic)n  plus calculation rcspe.ctive]y.  As illustrated by the arrows, the differeuccs

in tl~c symbol Shl R bct~vccn  the curves  of “Ideal” and the curve of “n = ~“ represent the radio loss

as defined in [ 1 ]. Note that Ihc curve labeled “Ideal” denotes for the case wJhen  the loop SA~R and

n arc infinite. ‘J’hc symbol ShlR dcgraciation (iue to (iata  interference can be foun(i  by measuring the

horiz.ontai distance between the curve of “n = CO” to the corresponding curve of n for a fixed value

of SIH{, in l~ig. (S b), the simulation and the theory datum arc plotted jointly to show that the as n

~:ets larger, the results from theory and simulation al c more agrccablc.

Figures (6a) and l:ig, (6b) depict S1-3< curi)cs for lli,/Rs : 2.5, plottcc{ for the simulation and

lheoly  p]us simulation data respectively, At this lll,/J{S  Iatio, the data interference can not be

considcrec] as white noise for low value of n. III these cases, Iesults from the simulation will be used

to clctcrminc  the minimum value of n. ]:igurcs (7a) and (7b) depict SI;R curves for B1,/J{~ = 4.69.

Note. that for the latter two cases, Ihc theoretical results for the SFX arc obtainec] from calculating,

l;qns,  (25) and (26).

lJsing the loop bti:~d~~~idtl~-to-s}~  l~~t>ol  rate ratio (D1,/J{,)  values of the square wave subcarrier

case, the SIX for the sine wave subcarrier  case WCIC  calculated and ploted against symbol ShTJ<  as

shown in l:igurcs 8, 9, and 10. Note that for the two cases of Ill,/J<, =- 2.5 and 4.69, higher order of
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the carrier harmonics do fall into the carrier trackins loop bandwidth for low values of n (i.e. n =

1, 2, or 3.) For these  cases, the W]< were obtained from calculating equation (25) and (26

results were verified by computer simulation.

and the

}Jron~ these Figures, one can see that in order to minimize symbol SNR degradation due to

data interference, one would  neecl  a certain minimum value of n. ‘1’his is the lower bound nl,.  Table

I summarizes the minilnum  value of the subcarlier  frequency-to-bit rate ratio, n],, that result in the

Symbol SNR degradation of 0.1 d]] or less.

s}~l< < Y ()-~  \\71’I’Jl  1’111;  SYMIIOI,  s~]< l) EWAI)A1’JON OF ( ) . 2  d]] OR I.WW

==~- ‘“ ‘ - - ”  “:---”””’””’’---l–-=-:–-—  “ “------”:-----”---””

——.—.——————
P(.NV1’S K/I’lWS QIJA 1{](,-WA V 1’/ I’Chl/PSK/l’hf/SIN  F~WAVJ{.

“1’Yi,t 1—.
11,/1{, E 4.69

_—— —“—lr—–-ti
n,,= fsc,,ms ]1 10. .——.—.—+~~

S S N R

. IL _

<0.19d11
l)cgmdafion

in dll

2,5..—

10
———— .—
< o.] d])

T --=- l..==.. =T.=.===T=-..==== _,_,.=:.-=:.,

~ ().5
,=.J[... 4.69 1[

-IE15::

3!E’EIP!E

~ 0,5
—.— .. ———. ——

3
-——

<  0.1 Ctll

—

‘J’hc upper bound of n, n~j, can be calculated by l~qn. (30). IIe.re, the prc-filter is taking as the

pi-c-filtering filter of the block \/ receiver [8], the bandpass  SAW filter. “J’his filter has a pass band of

66h411z;  measured between the -1 dl~ drop off points. 7Jsing J!qns. (32) ancl (38), the maximunl  value for

the parameter of n was calculated for two values of the clata power containment and the results are

vcrif]ecl by usinq Hqn. (29). ‘1’he results alc tabulated in ‘1’ables (2)-(5) for both sine-wave and square-.

wa~’e subcarrier. Note that the column  contained the “Estimated Value” is calcu]atcd  from Eqns (32)

and (38). While the column labeleci  “Actual Value” is computed from Eqn, (29). IIepending on the

amount of the desired power containment, the UPPCJ bound for the subcarrier  frequency-to-bit rate ratio

can bc selected from these tables.
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‘J’AILE  2. M A X I M U M  (WPFX BO U N D) VALUE OF 311E SUBCARRIER lm,QUENC}’-T’GSYhIIJOL  RATE
]?ATIO,  I)hl F O R  ~\VO VA  I.tJFs OF POWER  coNTAINhlENT  AT SOO K SYMBO1 S PER SECOND

(SPS)
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RATE RATIO, r~hf FOR ‘lWO  VA I ,UF.S m Powm CONTAINMENT AT 60 SYMBOLS PER
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\711. SUMMARY ANI) CONCI,1IS1ONS

“l-his paper bas analyz,ecl  the pwfomance of the P(h4/J’SK/Ph4 receiver for both square and sine

wave sllt>carrier.  I’be pcr-forrnance  of the Ic.ccivers under investigation is characterized by (a) the S1;1{

pel-foImance,  and (b) tbe amount  of the data recovered from the first II; stage  flltwing (or the total data

poI~er contained in tbe filtered banclwidtb).  Roth SIR ant] total data power containment are computed

as a function of the subcarrier freqLlerlcy-to-s>~ll~b(~l  rate ratio, n. IJased on the SIX performance, one



can establish the lower bound (or minimum) value n,,. On the other  hand, the upper bound (or

n~axin]L]n~)  n~~, is determined from the required data power containment in the first IF stage filter

bandwidth. “J’he specifications on the loop bandwidth, minimum and maximum data rate, and the

banciwidth of the first stage  IF filter are obtained fronl the IISN/J310ck IV and V receivers. These

specifications are used in the theoretical calculations of the SIX and data power containment (or

recoverable clata power) in the filter bandwidth. ‘J’he theoretical results ire then verified by computer

simulation .

Both theoretical and simulation results show that, for Bl,hls  <0.5 and SER <

bound for n is 3 (i. e., n], = 3) for both squal-e and sine wave subcarriers.  l:or 0.5 < B]

0-3 the lower,

/Rs <4.7,  the

lower bound for n is found 10 be 10. When lhc subcarricr  frequency is chosen to be exactly at nl,]<s, a

synlbo] SNR dcgl-adation of 0.2 d]] or less OCCUIS. ‘l’able 6 summarizes the results for lower bound

values of nl,.

‘J’he maximum (or upper bound) value n~~ is determined from a 95’% of total data power

containment in the first stage IF filter banclwiclth.  Using the results presentcci  in “l-ables  2-5, the log of

n~i as function of the symbol rate is plotted  in liig. 11 for both square wave and sine wave subcarriers.

};OI a fixed IF filter bandwidth, figure 11 shows that as one increases the data rate one has smaller upper

bouncl n\f.
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SQsquare  (f) 1-~ = ;-””
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fc ( fC + f$C) (fC + f5C + R,) (fC + 2fJ (fc + sf,~) f

NOTE  7/+,-47  THE POWER SPECTRUM  ON THE LEFT CF THE 3ESIBUAL
RF CARRIER  fC IS NOT SHOWN FCR THE SAKE OF Cl_ilf?lTY

(a)

--? F--=

Pj- J; (m)
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fc ( fC - f,C + R,) (fC + f,.) ( fc +- 2f,c) ( fc + 3f,c) f

FREQUENCY --*

INOTE THAT THE POWER SPECTRUtvf CN THE LEFT OF THE RESIDUAL
RF CAF,F,IE3 f. IS NOT’ SHOWN FCR THE SAKE OF CL.ARIT’I’

(b)

A SC, (f)

FigurQ I. Power Density Spectrum of PCM/PSK/PM/NRZ:  (a) with squ: it wave subcarrier;
(b)with sinewave subcarrier;  (c) Data spectrum at baseband
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PREE)E”I”E:CTION FILTER RE,SpONSE

F’T J f (m)
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PT J $(m)
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\
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/ ’ \
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fc (fc + fsc + Rs) (fc -+ f,c) (f~ +.’2f,c) (f~ +- 3f~c) f

FREQUENCY - .>

------– K = 1 NOTE I-HA? I-HE POWER SPECTRUM ON THE LEF’r OF I-HE RESIDUAL
-. .__-. K=2 RF CARRIER fc IS t401 SHOWN f“OR l“F{E SAKE OF CLAR17V

Fig .  2

6 4 8 5  - 3 6 7 8 7 s  t

.



.

,,.. , . .

-,. * “

‘.1 -. 0..,,
..-

. ——._{_ ,..,.
—“  —

,,-,

d,..  “ ?
L,_.
\

,f ,,
.-e

!.

f—as.?-,,  .,:4 ---, -! .-, ,”,

r.-. ?.  .—:---~-.., ’.-.
!..5![s

,,,_-&<_ . .7[.!, !,3, ._<— ,
TJ71’31S  !. ,, ,, < ,
—. —>!. ,,4 u\— M,.--,

. . -,._,,. -.-.., -... ,.!.., /
. ----- .! .r-

‘<– ‘-- {;>.<_,
-t, — ,.

-,- .:—. .,
“-—. ;-n— , ,___<— -.

z. <—, .- ,0, m,, ,t,

..:++<C,.

..”.. ;.—.

Ml]:, .,(.—?>. <——. .:, __

..;+. .:_- 3..”,*!,
.“!:?:2

._<— _

,—. . . . !

f !.., -.3
.,. ,-  —,...-.. --. —

-—-4.— .~;:~

-....—,
-,..

——J

--

O.Z , .“,, !-!4$  J c-~c[l:r  , ,3,  , .!., .,m.c.. ~,.i;
“.0! , .,, ,. ,,!, (,.,,
,,. - . ,.,, , -,-. . . . . . . . . . “.,. . ,.< .C..

: (r”,,  , ,.,...,, =,.,! e,. ,,”,

—  ~L— — - ,! .(!,.  ! ,,,, ,
.—

,. !,.!., t.. ,, .“.,
_—

~-p .rj  ! ,,.q,  ,

I
-,, .”

n,,?: : r w  ! .,”,  ,!0
, (c.!,.  ) r.3.@ J., JJ..W, >, ,!, , ,  ,“, ;
: : ~yr ‘, ,,,, ) !...,, m,ti!>,,,.

“.,{. - , { [%?) .’*,>, ,.!.,m,  !“! ,  !!, !

.().0L3 : <2111 1.)4 a., .U..

(,:r?p~.:  ~ t 7,,] .  , . . ,  .!, ! ,.-..

S.J6:IM.W2dC<!  Inc!u!



I

Y “’”’
L:

I

* -––

I-1” 1yy,!$.

. .

.

I

I

,!
1:,

.,

I

!l, .--!



I
LEGEND:

n = SUf3CARRlE:R FREQUENCY-TO-SYMBOL
RATE RATI()

E?L = ONE-SIDED CARRIER-TRACKING-LOOP
BANDWIDTH

BL=150Hz

R~ = 300 bps

m = 0,7 radian

1

/
n=3

1- R~ = SYMBOL PATE (BIT/SEC)

\

b’!$,
? ‘,

m = MODULATION INDE.X
‘,,

1! ‘$,

E.:.JS = RADIO LOSS
‘, ‘,,

‘,,
‘,

-.

. . _ _ _ — — - L - – — - L - — — — L — _ _ I ._-_-Y_
o 2 4 6 8 10

SYMBOL SNR, o’B
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